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Abstract: As DNA samples are taking as datasets to analyse data effectively with a novel motif mining algorithm 

called Flexible and Accurate Motif detector (FLAME) technique that uses a concurrent traversal of two suffix trees 

to efficiently explore the space of all motifs. We present an algorithm that uses FLAME as a building block and can 

mine combinations of simple approximate motifs under relaxed constraints. The approach we take in FLAME 

explores the space of all possible models. In order to carry out this exploration in an efficient way, we first construct 

two suffix trees: a suffix tree on the actual data set that contains counts in each node (called the data suffix tree), and 

a suffix tree on the set of all possible model strings (called the model suffix tree). To get effective and accurate motif 

detection. 
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1. INTRODUCTION 

With the aim of choosing a subset of good features with 

respect to the target concepts, feature subset selection is 

an effective way for reducing dimensionality, removing 

irrelevant data, increasing learning accuracy, and 

improving result comprehensibility. Many feature 

subset selection methods have been proposed and 

studied for machine learning applications. They can be 

divided into four broad categories: the Embedded, 

Wrapper, Filter, and Hybrid approaches. The embedded 

methods incorporate feature selection as a part of the 

training process and are usually specific to given 

learning algorithms, and therefore may be more 

efficient than the other three categories. Traditional 

machine learning algorithms like decision trees or 

artificial neural networks are examples of embedded 

approaches. The wrapper methods use the predictive 

accuracy of a predetermined learning algorithm to 

determine the goodness of the selected subsets, the 

accuracy of the learning algorithms is usually high. 

However, the generality of the selected features is limit 

and the computational complexity is large. The filter 

methods are independent of learning algorithms, with 

good generality. Their computational complexity is low, 

but the accuracy of the learning algorithms is not 

guaranteed. The wrapper methods are computationally 

expensive and tend to overfit on small training sets. The 

filter methods, in addition to their generality, are usually 

a good choice when the number of features is very 

large. With respect to the filter feature selection 

methods, the application of cluster analysis has been 

demonstrated to be more effective than traditional 

feature selection algorithms. 

In cluster analysis, graph-theoretic methods have 

been well studied and used in many applications. Their 

results have, sometimes, the best agreement with human 

performance. The general graph-theoretic clustering is 

simple: Compute a neighborhood graph of instances, 

then delete any edge in the graph that is much 

longer/shorter (according to some criterion) than its 

neighbors. The result is a forest and each tree in the 

forest represents a cluster. In our study, we apply graph 

theoretic clustering methods to features. In particular, 

we adopt the minimum spanning tree (MST) based 

clustering algorithms, because they do not assume that 

data points are grouped around centers or separated by 

a regular geometric curve and have been widely used in 

practice. FLAME travels via the data suffix tree and 

model suffix tree once it attains its target without 

wasting time by traveling to the end of the trees, stops 

traversing at that point where it attains its target 

 

2. RELATED WORK 

Feature subset selection can be viewed as the process of 

identifying and removing as many irrelevant and 

redundant features as possible. This is because: 
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 irrelevant features do not contribute to the 

predictive  accuracy, and 

 redundant features do not redound to getting a 

better predictor for that they provide mostly 

information which is already present in other 

feature(s). Of the many feature subset selection 

algorithms, some can effectively eliminate 

irrelevant features but fail to handle redundant 

features yet some of others can eliminate the 

irrelevant while taking care of the redundant 

features. 

 

 

Figure1: Framework of the existing fast clustering 

 

FAST algorithm falls into the second group. 

Traditionally, feature subset selection research has 

focused on searching for relevant features. A well-

known example is Relief, which weighs each feature 

according to its ability to discriminate instances under 

different targets based on distance-based criteria 

function. Our proposed FLAME technique, Feature 

subset collection viewed as the process of classifying 

and removing as many unrelated and completed features 

as possible. This is because unrelated features do not 

donate the analytical correctness and terminated 

features do not redound to getting a better analysis that 

they provide mostly information which is already 

present in other feature. 

The many feature subset selection algorithms some 

effectively remove unrelated features but fail to handle 

terminated features some of others can remove the 

unrelated taking care of the completed features. ACO 

and Apriori algorithm falls into the second group. The 

feature subset selection exploration has intensive on 

searching for related features. A recognized example is 

Release weighs each feature allowing its capability to 

differentiate occurrences under different targets based 

on distance-based measures function. The unsuccessful 

at removing terminated features as two  analytical but 

highly correlated features are likely both to be decidedly 

weighted. The allowing this method to work with 

unruly and unfinished data sets and to deal with 

multiclass problems but still recognize redundant 

features. The approach we take in FLAME explores the 

space of all possible models. In order to carry out this 

exploration in an efficient way, we first construct two 

suffix trees: a suffix tree on the actual data set that 

contains counts in each node (called the data suffix 

tree), and a suffix tree on the set of all possible model 

strings (called the model suffix tree). 

 

2. FEATURE SUBSET SELECTION 

ALGORITHM 

The FLAME algorithm is mainly divided into three 

steps: 

 

3.1 Extraction of the structure information from the 

dataset: 

Construct a neighborhood graph to connect each object 

to its K-Nearest Neighbors (KNN); Estimate a density 

for each object based on its proximities to its KNN;  

Objects are classified into 3 types: Cluster 

Supporting Object (CSO): object with density higher 

than all its neighbors; Cluster Outliers: object with 

density lower than all its neighbors, and lower than a 

predefined threshold; the rest. 

 

3.2 Local/Neighborhood approximation of fuzzy 

memberships: 

Initialization of fuzzy membership: Each CSO is 

assigned with fixed and full membership to itself to 

represent one cluster; all outliers are assigned with fixed 

and full membership to the outlier group; The rest are 

assigned with equal memberships to all clusters and the 

outlier group;  

Then the fuzzy memberships of all type 3 objects 

are updated by a converging iterative procedure called 

Local/Neighborhood Approximation of Fuzzy 

Memberships, in which the fuzzy membership of each 

object is updated by a linear combination of the fuzzy 

memberships of its nearest neighbors. 
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Figure2: Framework of the proposed Flame 

technique 

 

3.3 Cluster construction from fuzzy memberships in 

two possible ways:  

One-to-one object-cluster assignment, to assign each 

object to the cluster in which it has the highest 

membership; one to- multiple object-clusters 

assignment, to assign each object to the cluster in which 

it has a membership higher than a threshold. 

 

4.    SYSTEM MODULES 

4.1 Dataset Processing: 

In this module the datasets are being loaded from 

system to the application. Mainly here we prefer to 

upload the DNA data to the system. DNA data are 

basically large in real time, so finding the patterns 

among this data set are highly expensive task in terms 

of system speed, accuracy and size. Association 

instructions display attributes that occur recurrently 

collected in a given dataset. These relationships are not 

based on essential properties of the data themselves but 

rather based on occurrence of the data items. 

 

4.2 Data Suffix Tree: 

In this module the data suffix tree has been generated. A 

suffix tree on the actual data set that contains counts in 

each node called the data suffix tree. The data suffix 

tree helps us quickly compute the support of a model 

string. Recall that a suffix tree with counts is merely a 

suffix tree in which every node contains the number of 

leaves in the sub tree rooted at that node. In other 

words, every node contains the number of occurrences 

of the string corresponding to that node. Substantial 

calculation power and storage capacity of cloud 

computing systems allow experts to organize 

computation and data concentrated requests without 

organization asset where large application datasets can 

be stored in the cloud. However, due to the datasets 

should be intentionally stored in order to reduce the 

overall application cost. 

 

 

According to the above definitions, feature subset 

selection can be the process that identifies and retains 

the strong Relevance features and selects R-Features 

from feature clusters. The behind heuristics are that 

 Irrelevant features have no/weak correlation with 

target concept. 

 Redundant features are assembled in a cluster and a 

representative feature can be taken out of the 

cluster. 

 

4.3 Model Suffix Tree: 

The next step after constructing the Data suffix Tree is 

constructing the model suffix tree. Since the second 

suffix tree (built on all possible model strings) can be 

extremely large, FLAME does not actually construct 

this suffix tree. Rather, it algorithmically generates 

portions of this tree as and when needed. FLAME then 

explores the model space by traversing this (conceptual) 

model suffix tree. Using the suffix tree on the data set, 

FLAME computes support at various nodes in the 

model space and prunes away large portions of the 

model space that are guaranteed 

not to produce any results under the model. This careful 

pruning, ensures that FLAME does not waste any time 
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exploring models that do not have enough support. The 

FLAME algorithm simply stops when it has finished 

traversing the model suffix tree and outputs the 

modelstrings that had sufficient support. 

 

4.4 FLAME (Flexible and Accurate Motif detector): 

It starts by traversing the nodes of the model space in 

depth-first order. At each node in the model suffix tree, 

the subroutine Evaluate_Support is called to compute 

the list of matches and the new support. This routine 

uses the match list from the parent node to speed up the 

computation. The routine Expand_Matches ensures that 

the number of mismatches to the model string does not 

exceed d. At any node, if FLAME discovers that the 

support is lower than k, it prunes away that sub tree in 

the model suffix tree, and continues its traversal. If it 

finds a model of length L with the required support, it 

simply outputs the result. 

 

5.    EXPERIMENTAL PROCEDURE 

The FLAME algorithm is mainly divided into three 

steps: Extraction of the structure information from the 

dataset: Construct a neighborhood graph to connect 

each object to its K-Nearest Neighbors (KNN); 

Estimate a density for each object based on its 

proximities to its KNN. Objects are classified into 3 

types: Cluster Supporting Object (CSO): object with 

density higher than all its neighbors; Cluster Outliers: 

object with density lower than all its neighbors, and 

lower than a predefined threshold; the rest. 

Local/Neighborhood approximation of fuzzy 

memberships: Initialization of fuzzy membership: Each 

CSO is assigned with fixed and full membership to 

itself to represent one cluster; All outliers are assigned 

with fixed and full membership to the outlier group; 

The rest are assigned with equal memberships to all 

clusters and the outlier group; Then the fuzzy 

memberships of all type 3 objects are updated by a 

converging iterative procedure called 

Local/Neighborhood Approximation of Fuzzy 

Memberships, in which the fuzzy membership of each 

object is updated by a linear combination of the fuzzy 

memberships of its nearest neighbors. Cluster 

construction from fuzzy memberships in two possible 

ways: One-to-one object-cluster assignment, to assign 

each object to the cluster in which it has the highest 

membership; One-to-multiple object-clusters 

assignment, to assign each object to the cluster in which 

it has a membership higher than a threshold. 

Average Subset and Time, we obtain the number of 

selected features further the proportion of selected 

features and the corresponding runtime for each feature 

selection algorithm on each data set. For each 

classification algorithm, we obtain M×N classification 

Accuracy for each feature selection algorithm and each 

data set. Average these Accuracy, we obtain mean 

accuracy of each classification algorithm under each 

feature selection algorithm and each data set. 

 

6.    CONCLUSION 

In this paper, we have presented the difficult of feature 

selection for the high dimensional data clustering. This 

is a difficult problem because the pounded truth class 

markers that can guide the selection are unattainable in 

clustering. Besides the data may have a large number of 

structures and the irrelevant ones can ruin the 

clustering. In this we recommend a novel feature 

allowance scheme for a clustering principle in which the 

heaviness for each feature is a measure of its influence 

to the clustering task. A novel motif mining algorithm 

called FLAME that uses a concurrent traversal of two 

suffix trees to efficiently explore the space of all motifs. 

It is also accurate, as it always finds the pattern if it 

exists. Accordingly we give a well-defined objective 

function which can be clearly solved in an iterative 

technique. Investigational results expression the 

effectiveness of the suggested process. 
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