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Abstract: Rapid increase in the volume of sentiment rich social media on the web has resulted in an increased 

interest among researchers regarding Sentimental Analysis and opinion mining. However, with so much social 

media available on the web, sentiment analysis is now considered as a big data task. Hence the conventional 

sentiment analysis approaches fails to efficiently handle the vast amount of sentiment data available now a days. The 

main focus of the research was to find such a technique that can efficiently perform sentiment analysis on big data 

sets. A technique that can categorize the text as positive, negative and neutral in a fast and accurate manner. In the 

research, sentiment analysis was performed on a large data set of tweets using Hadoop and the performance of the 

technique was measured in form of speed and accuracy. The experimental results shows that the technique exhibits 

very good efficiency in handling big sentiment data sets. As explained earlier the focus of this research was to 

device an approach that can perform sentiment analysis quicker because vast amount of data needed to be analyzed. 

Also, it had to be made sure that accuracy is not compromised too much while focusing on speed. 

 

1. INTRODUCTION 

Big Data is trending research area in computer Science 

and sentiment analysis is one of the most important part 

of this research area. Big data is considered as very 

large amount of data which can be found easily on web, 

Social media, remote sensing data and medical records 

etc. in form of structured, semi-structured or 

unstructured data and we can use these data for 

sentiment analysis. 

Sentimental Analysis is all about to get the real voice of 

people towards specific product, services, organization, 

movies, news, events, issues and their attributes. 

Sentiment Analysis includes branches of computer 

science like Natural Language Processing, Machine 

Learning, Text Mining and Information Theory and 

Coding. By using approaches, methods, techniques and 

models of defined branches, we can categorized our 

data which is unstructured data may be in form of news 

articles, blogs, tweets, movie reviews, product reviews 

etc. into positive, negative or neutral sentiment 

according to the sentiment is expressed in them. 

Author proposed rule-based sentiment analysis 

algorithm. A rule-based approach is adopted here to 

address the distinct challenges posed by the Chinese 

data set. The architecture is based on the tackling 

process and its main components, including web data 

collection, preprocessing, extraction of subjects and 

objects, extraction of sentiment properties, sentiment 

calculation and classification, evaluation or applications 

and Feed- back, improves the construction of the 

sentiment, rule, and TSA object bases.It is necessary to 

improve the performance of the Chinese segmentation. 

In this paper, we propose to construct the “sentiment 

base” in the application of TSA. 

The fundamental work of the rule-based approach is to 

build the related bases. In this paper, we propose to 

construct the sentiment, modifier, object, and rule 

bases. The disadvantages are existing algorithm exhibits 

accuracy by 16.6% and 8.94% than those of Ku‟s 

algorithm, respectively. This finding indicates increases 

in both positive and negative accuracy rates. In this 

approach only possible to traffic-related data set. 

The proposed approach is a Expressions support 

method i.e. a dictionary of sentiment approach words 

along with their polarities was used to classify the text 

into positive, negative or neutral opinion. The main 

component of this approach is the dictionary. A scalable 

and practical Expressions support method for extracting 
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sentiments using emoticons and hashtags is introduced. 

 

Hadoop was used to classify Twitter data without need 

for any kind of training. Our approach performed 

extremely well in terms of both speed and accuracy. It 

gives better performance in big data. Sentiment analysis 

quickly so that big data sets can be handled efficiently. 

It makes full use of available memory to derive the 

finest possible sub-clusters while minimizing I/O costs. 

It is also an incremental method that does not require 

the whole data set in advance. 

 

2. RELATED WORK 

Extracting opinions, opinion holders, and topics 

expressed in online news media text the Semantic Role 

Labeling algorithm are used. Various approaches have 

been adopted in subjectivity detection, semantic 

orientation detection, review classification and review 

mining. Despite the successes in identifying opinion 

expressions and subjective words/phrases, there has 

been less achievement on the factors closely related to 

subjectivity and polarity, such as opinion holder, topic 

of opinion, and inter-topic/inter-opinion relationships. 

This paper addresses the problem of identifying not 

only opinions in text but also holders and topics of 

opinions in online news articles. 

Our method first identifies an opinion-bearing word, 

labels semantic roles related to the word in the 

sentence, and then finds a holder and a topic of the 

opinion word among labeled semantic roles. The 

baseline system results imply that opinion holder and 

topic identification is a hard task. 

Opinion observer: analyzing and comparing opinions 

on the web the basic 3 algorithms are used opinion 

observer, symbolic approaches, statistical approaches 

Author propose several methods to analyze customer 

reviews of format. They perform the same tasks of 

identifying product features on which customers have 

expressed their opinions and determining whether the 

opinions are positive or negative. However, the 

techniques in which are primarily based on 

unsupervised item set mining, are only suitable for 

reviews of formats and Reviews of these formats 

usually consist of full sentences. 

The techniques are not suitable for Pros and Cons of 

format which are very brief. Instead, we use supervised 

rule mining in this work to generate language patterns 

to identify product features. This new method is much 

more effective than the old methods Currently we do 

not use detailed reviews of format. Although the 

methods in can be applied to detailed reviews of format 

analyzing short sentence segments in Pros and Cons 

produce more accurate results.To support visual 

analysis, we designed a supervised pattern discovery 

method to automatically identify product features from 

Pros and Cons in reviews of format A friendly interface 

is also provided to enable the analyst to interactively 

correct errors of the automatic system, if needed, which 

is much more efficient than manual tagging. 

Experiment results show that the system is highly 

effective. 

Opinion feature extraction using class sequential rules 

the Principled mining method based on sequential 

pattern mining algorithm are used. The disadvantages 

are by analyzing reviews mean to extract features of 

products (also called opinion features) that have been 

commented by reviewers and determine whether the 

opinions are positive or negative. This paper focuses on 

extracting opinion features from Pros and Cons, which 

typically consist of short phrases or incomplete 

sentences. In particular mine a special kind of 

sequential patterns called Class Sequential Rules 

(CSR). As its name 

suggests, the sequence of words is considered 

automatically in the mining process. Unlike standard 

sequential pattern mining, which is unsupervised, we 

mine sequential rules with some fixed targets or classes. 

Thus, the new method is supervised. To our knowledge, 

this is the first work that mines and uses such kind of 

rules. 

 

Determining the Sentiment of Opinions using the basic 

4 algorithm Sentence selection algorithm, Holder-based 

region algorithm, Sentence sentiment classifier, 

Holder‟s sentiment. The disadvantages are 

Given a Topic and a set of texts about the topic, find the 

Sentiments expressed about (claims about) the Topic 

(but not its supporting subtopics) in each text, and 

identify the people who hold each sentiment. 

To avoid the problem of differentiating between shades 

of sentiments, we simplify the problem to: identify just 

expressions of positive, negative, or neutral sentiments, 
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together with their holders. In addition, for sentences 

that don‟t express a sentiment but simply state that 

some sentiment(s) exist(s), return these sentences in a 

separate set. The best overall performance is provided 

by Model 0. Apparently, the mere presence of negative 

words is more important than sentiment strength. For 

manually tagged holder and topic, Model 0 has the 

highest single performance, though Model 1 averages 

best. 

Extracting Product Features and Opinions from 

Reviews the 3 algorithm are used OPINE, An 

unsupervised information extraction system, Novel 

relaxation labeling. PMI feature assessment which leads 

to high-precision feature extraction and the use of 

relaxation-labeling in order to find the semantic 

orientation of potential opinion words. The review-

mining work most relevant to our research is that of 

and. Both identify product features from reviews, but 

both doesn‟t assess candidate features, so its precision 

is lower than OPINE‟s. it employs an iterative semi-

automatic approach which requires human input at 

every iteration. Neither model explicitly addresses 

composite (feature of feature) or implicit features. The 

advantages are OPINE‟s use of the Web as a corpus 

helps identify product features 

with improved precision compared with previous work. 

OPINE uses a novel relaxation-labeling technique to 

determine the semantic orientation of potential opinion 

words in the context of the extracted product features 

and specific review sentences; this technique allows the 

system to identify customer opinions and their polarity 

with high precision and recall. 

Feature Subsumption for Opinion Analysis used the 

Subsumption hierarchy algorithm. The disadvantages 

are Lexical cues of differing complexities have been 

used, including single words and Ngrams as well as 

phrases and lexico-syntactic patterns. But in many cases 

adding new types of features does not improve 

performance. The advantages are While many of these 

studies investigate combinations of features and feature 

selection, this is the first work that uses the notion of 

subsumption to compare Ngrams and lexico-syntactic 

patterns to identify complex features that 

outperform.simpler counterparts and to reduce a 

combined feature set to improve opinion classification. 

 

Thumbs up? Sentiment Classification using Machine 

Learning Techniques Used Naive Bayes, maximum 

entropy classification, and support vector machines the 

algorithms. The disadvantages are the three machine 

learning methods we employed (Naive Bayes, 

maximum entropy classification, and support vector 

machines) do not perform as well on sentiment 

classification as on traditional topic-based 

categorization. Although the differences aren‟t very 

large. On the other hand, we were not able to achieve 

accuracies on the sentiment classification problem 

comparable to those reported for standard topic-based 

categorization, despite the several different types of 

features we tried. The advantages are the results 

produced via machine learning techniques are quite 

good in comparison to the human generated baselines. 

In terms of relative performance, Naive Bayes tends to 

do the worst and SVMs tend to do the best. 

Thumbs Up or Thumbs Down? Semantic Orientation 

Applied to Unsupervised Classification of Reviews 

used this algorithm Unsupervised learning algorithm, 

PMI-IR algorithm(Point wise Mutual Information and 

Information Retrieval). The disadvantages are 

limitation of PMI-IR is the time required to send 

queries to AltaVista. Inspection of Equation shows that 

it takes four queries to calculate the semantic 

orientation of a phrase. Previous work on determining 

the semantic orientation of adjectives has used a 

complex algorithm that does not readily extend beyond 

isolated adjectives to adverbs or longer phrases. 

The Advantages are algorithm achieves an average 

accuracy of 74% when evaluated on 410 reviews from 

Epinions, sampled from four different domains (reviews 

of automobiles, banks, movies, and travel destinations). 

The accuracy ranges from 84% for automobile reviews 

to 66% for movie reviews. 

Polarity Classification of Celebrity Coverage in the 

Chinese Press used Manual classification algorithm. 

The Disadvantages are The global polarity across the 

three communities is relatively consistent for the four 

cases. This is not surprising because, after all, these 

communities have shared common cultural orientations 

and represent the major spectrum of Chinese societies. 

It is interesting to note the varying degrees of the 

general pro-Kerry stand. Thus, Beijing coverage on 

Kerry was very positive but matched by fully negative 
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coverage of Chen Shui-bian. On the other hand, Hong 

Kong is positive though almost neutral on Kerry, but its 

coverage of Koizumi Junichiro has been very negative, 

the highest of all three regions. Moreover, Chen Shui-

bian has considerably negative coverage elsewhere, 

even in Taiwan. These findings are revealing and could 

provide useful though preliminary social indicators on 

the chinese society as a whole. 

 

The Advantages are through further analysis would be 

valuable for the improvement of our system. Agreement 

between scorers, quantified semantic Intensity, core 

polar elements, and other representative indicators will 

be studied to improve precision and recall of polar 

classification of news texts. Also, attempts will be made 

to automatically identify references of predicate verbs 

by some stable linguistic clues. 

 

3. SYSTEM MODEL 

3.1 Project Descriptions: 

 

 LOGIN  

 TRAINING DATA SET  

 FEATURE DETECTION  

 HANDLING NEGATION AND 

BLIND NEGATION  

 SENTIMENT CALCULATION  

 

 Login  

In this module, the user is login to the social website. 

So that, we can see the posts by the people. 

 

 TRAINING DATA SET 

The dictionary used in this technique contains a large 

set of sentiment behavior words along with their 

polarity. The dictionary contains all forms of a word i.e. 

every word is stored along with its a mixture of verb 

forms. Emoticons are usually used by people to show 

emotions. Hence it is noticeable that they contain very 

useful sentiment information in them. The dictionary 

used in the approach contains more than 30 different 

emoticons along with their polarities. 

 

 

 

 

ARCHITECTURE DIAGRAM 

 

 
 

 

4.  FEATURE DETECTION: 

Detecting the subject towards which the sentiment is 

directed is a tedious task to perform, but as twitter is 

used as data source hash tags can be used to easily 

identify the subject hence eliminating the need for using 

a complex mechanism for feature detection thereby 

saving time and effort. A hash tag is a word or an un 

spaced phrase prefixed with the number sign ("#"). It is 

a form of metadata tag. Words in messages on micro 

blogging and social networking services such as 

Twitter, Face book, etc. 

 

4.1 Handling Negation And Blind Negation: 

Negation words are the words which reverse the 

polarity of the sentiment involved in the text. Blind 

negation words are the words which operates on the 

sentence level and points out a feature that is desired in 

a product or service. For example in the sentence the 

acting needed to be better‟, „better‟ depicts a positive 

sentiment but the presence of the blind negation word- 

„needed‟ suggests that this sentence is actually 

depicting negative sentiment. In the proposed approach 

whenever a blind negation word occurs in a sentence its 

polarity is immediately labeled as negative. 

 

4.2 Sentiment Calculation: 

Sentiment calculation is done for every tweet and a 

polarity score is given to it. If the score is greater than 0 

then it is considered to be positive sentiment on behalf 
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of the user, if less than 0 then negative else neutral. The 

polarity score is calculated by using algorithm. 

 

4.3 Algorithm Explanation 

 Root form 

The given words in tweet are converted to their root 

form to avoid the unwanted extra storage of the derived 

word‟s sentiment. The root form dictionary is used to 

do that which is made local as it is heavily used is 

program. This lowers the access time and increases the 

overall efficiency of the system. 

 

 Sentiment directory 

The sentiment Directory is created using standard data 

from sentimwordnet and using all possible usage of a 

particular word i.e. “good” can be used in many 

different ways each way having its own sentiment value 

each time it is used. So overall sentiment of good is 

obtained from all its usage and stored in a directory 

which should be again local to the program (i.e. in 

primary memory) so that time should not be wasted in 

searching word in the secondary memory storage. 

 

 Map-reduce algorithm 

The faster real time processing can be obtained by using 

cluster architecture set up by hadoop. The program 

contains chained map-reduce structure which used to 

process ever tweet and assign the sentiment to each 

remaining words of tweet and then summing it up to 

decide final sentiment. Here special care should be 

taken for the phrasal sentences where sentiment of 

phrase matters rather than sentiment of each word. It 

can be done by dynamic directory of phrases and their 

sentiment values can be obtained from standard 

algorithm.. 

 

 CODING 

Tweets, SentiWord_Dictionary Output: Sentiment 

(positive, negative or neutral) 

BEGIN 

For each tweet Ti 

{ 

SentiScore = 0; 

 

For each word Wj in Ti that exists in 

Sentiword_Dictionary 

 

{ 

 

If polarity[Wj] = blindnegation 

{ 

Return negative; 

} 

Else 

{ 

If polarity[Wj] = positive && strength[Wj] = 

Strongsubj 

{ 

SentiScore = SentiScore + 1; 

} 

Else If polarity[Wj] = positive && strength[Wj] = 

Weaksubj 

{ 

SentiScore = SentiScore + 0.5; 

} 

Else If polarity[Wj] = negative && strength[Wj] = 

Strongsubj 

{ 

SentiScore = SentiScore – 1; 

} 

Else If polarity[Wj] = negative && strength[Wj] = 

Weaksubj 

{ 

SentiScore = SentiScore – 0.5; 

} 

} 

If polarity[Wj] = negation 

{ 

Sentiscore = Sentiscore * -1 

}} 

If Sentiscore of Ti >0 

{ 

Sentiment = positive 

} 

Else If Sentiscore of TI<0 

{ 

Sentiment = negative 

} 

Else 

{ 

Sentiment = neutral 
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} 

Return Sentiment 

} 

END 

 

5. CONCLUSION 

It is obvious that its applications will absolutely 

increase to more areas and will keep on to support more 

and more researches in the field. Proposed have done an 

overview of some state-of the- art solutions applied to 

sentiment classification and provide a new approach 

that balance to big data sets efficiently. 

A scalable and practical Expressions support method 

for extracting sentiments using emoticons and hash tags 

is introduced. Hadoop was used to categorize Twitter 

data without need for any kind of guidance. 

 

6. FUTURE WORK 

This effort was implemented on a single node 

sandboxed relationship and although it is anticipated 

that it will perform much better in a multimode 

enterprise level configuration, it is accepted to check its 

performance in such environment in future. 
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