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Abstract: Gaussian mixture based parameter estimation and classification has recently received great attention in 

modeling and processing data. Gaussian Mixture Model (GMM) is the probabilistic model for representing the 

presence of subpopulations and it works well with the classification and parameter estimation strategy. Here in this 

work Maximum Likelihood Estimation (MLE) based on Expectation Maximization EM) is being used for the 

parameter estimation approach. With the mean and the variance calculated they are used in the Gaussian Mixture 

Model (GMM) estimation for the parameters to be estimated and the classification is being done based on 

parameters estimated. 
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1. INTRODUCTION 

Classification, as a big part of supervised learning 

problem, has always attracted lots of attention for its 

various applications. Also, many methods are brought 

forward to tackle this problem. Statistical methods 

manipulate probabilities and try to model the entire 

hypothesis space and data distribution using 

probabilities distribution density, thus providing more 

complete description of the actual problems; however, 

it also asks for huge complexity to achieve the goal. 

Mixture models are very preferable in areas where the 

statistical modeling of data is needed, for instance in 

signal and image processing, pattern recognition, 

bioinformatics, and machine learning. Gaussian mixture 

modelling performs classification by extracting global 

statistics from Gaussian distributions of pixel intensity 

in image data set. GMM is especially well-suited for 

parameter estimation and classification because of 

implementation facility and efficiency in the 

representation of data. The histogram gives a main idea 

about the probability density function (pdf) of pixel 

values [1]. GMM is a distribution, which consists of 

finite number of Gaussian distributions in the linear 

way. The Gaussian distribution is common used for its 

high level of realistic applicability, similar data 

behaviors together. In the statistical approaches it has 

been assumed that pixel values follow a particular 

distribution and hence mixture model approach is 

applied on those values. The common practice is to 

assume that intensity values follow Gaussian   

distribution with two parameters, mean and variance[2]. 

The well-known approach for estimating parameters of 

model is either by Maximum Likelihood Estimation 

(ML) via Expectation-Maximization algorithm (EM) or 

Maximum a Posterior Estimation (MAP). 

 

1.1 Methodology 

In this paper statistical approach, Gaussian Mixture 

Model is being used for the parameter estimation and 

the classification. Since it is the most commonly used 

method for the estimation of the parameters and better 

classification and here it is used for the medical images. 

In this Expectation Maximization algorithm is being 

used in the Maximum Likelihood Estimation method 

for the estimation of the parameters. Mean and the 

Variance are calculated and they are used in the E-step 

and the M-step in the Expectation Maximization 

algorithm. 

 

2. Gaussian Mixture Model: 

A Gaussian Mixture Model (GMM) is a parametric 

probability density function represented as a weighted 

sum of Gaussian component densities. GMMs are 

commonly used as a parametric model of the 

probability distribution of continuous measurements or 

features in a biometric system, such as vocal-tract 

related spectral features in a speaker recognition 

system. GMM parameters are estimated from training 

data using the iterative Expectation-Maximization (EM) 

algorithm or Maximum A Posteriori (MAP) estimation 
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from a well-trained prior model. 

A Gaussian mixture model is a weighted sum of M 

component Gaussian densities as given by the equation, 

 

 

where x is a D-dimensional continuous-valued data 

vector (i.e. measurement or features), wi, i = 1, . . . ,M, 

are the mixture weights, and g(x|μi,_i), i = 1, . . . ,M, are 

the component Gaussian densities. Each component 

density is a D-variate Gaussian function of the form. 

 

 

 

with mean vector μi and covariance matrix i. The 

mixture weights satisfy the constraint that 

Equation 

The complete Gaussian mixture model is parameterized 

by the mean vectors, covariance matrices and mixture 

weights from all component densities. These parameters 

are collectively represented by the notation, 

 

 

 

2.1 Maximum Likelihood Parameter Estimation:  

Given training vectors and a GMM configuration, we 

in some sense best matches the distribution of the 

training feature vectors. There are several techniques 

available for estimating the parameters of a GMM [3]. 

By far the most popular and well-established method is 

maximum likelihood (ML) estimation.  

The aim of ML estimation is to find the model 

parameters which maximize the likelihood of the GMM 

given the training data. For a sequence of T training 

vectors X = {x1, . . . , xT }, the GMM likelihood, 

assuming independence between the vectors1, can be 

written as, 

 

 

Unfortunately, this expression is a non-linear 

not possible. However, ML parameter estimates can be 

obtained iteratively using a special case of the 

expectation-maximization (EM) algorithm [4]. The new 

model then becomes the initial model for the next 

iteration and the process is repeated until some 

convergence threshold is reached. The initial model is 

typically derived by using some form of binary vector 

quantisation. 

On each EMiteration, the following re-estimation 

formulas are used which guarantee a monotonic 

increase in the model’s likelihood value,  

Mixture weights: 

 

 

 

Mean, 

 

 

Variance (diagonal Covariance) 

 

 

 

Where  , xt, and μi refer to arbitrary elements of 

the vectors ,xt, and μi, respectively[5]. 

 

2.2 Expectation Maximisation Map Algorithm:  

In general, EM iterates through two steps to obtain 

estimates. The first step is an Expectation (E) step, in 

which missing values are filled-in with a guess, that is, 

an estimate of the missing value, given the observed 

values in the data. The second step is a Maximization 

(M) step, in which the completed data from the E step 

are processed using ML estimation as though they were 

complete data, and the mean and covariance estimates 

are updated. Using the newly updated mean and 

covariance matrix, the E step is repeated to find new 

estimates of the missing values.  

These two steps (E and M) are repeated until the 

maximum change in the estimates from one iteration to 

the next does not exceed a convergence criterion. The 

result of this process is a mean vector and covariance 

matrix that uses all available information. In [6]the EM 

estimates of the mean vector and covariance matrix can 

then be used in multivariate analyses to obtain estimates 

of model parameters and standard errors, to test 

hypotheses, and to score or predict values for 

observations using the model selected. [7]There are 

popular algorithm for GMM in several papers and this 
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is modified here as the name of EM-MAP algorithm. 

The algorithm is described as follows: 

 

Input 

Observed Image in a Vector  and 

 labels sets 

 

Initialize: 

 

 

E-Step: 

 

 

M-Step: 

 

 

 

 

 

Iterate steps 3 and 4 until an specify error 

(i.e) . 

 

Compute: 

 

 

3. Experimental Results:  

The calculation for the mean, probability and the 

variance are being carried out here with respect to the 

medical images as the input. For each part taken with 

different scanning methods have the corresponding 

change in their mean and then  each iteration the 

corresponding values of the number of classes, mean, 

probability and the variance are being calculated and 

are used in esc iteration. the variance values. The 

parameters estimated here are the mean and the 

variance and according to this the classification can be 

done with respect to the classes. The classified image 

for the respective images is also obtained with the 

labels. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) Original image 
 

 

image     k 

Convergence 

steps mean sigma 

     

1     5 132 0.876  0.6754 

     

     6 91 0.9887  1.5670 

     

     7 74 0.6573  0.9865 

     

2     5 364 0.8765  1.6574 

     

     6 120 1.6785  0.7865 

     

     7 105 0.8923  0.4653 

     

 

(b)Table for the parameters estimated using the 

expectation maximization in maximum likelihood 
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(c)Gaussian plot for the classified images by the 

expectation maximization 

 

 

 

 

 

 

 

(d)classification of images by the expectation 

maximization algorithm 

 

4. Conclusion 

The parameters have been estimated and the 

classifications of the respective images are obtained 

with the respective labels. In further work the statistical 

classifiers must be used with the expectation 

maximization and the maximum likelihood estimation 

as an algorithm for the training and the testing of the 

image datasets with the Gaussian based mode classifier. 
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