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Abstract: The data sets with multiple autonomous resources are popular in now a day. The big data plays a vital 

role in all the science and engineering departments such as physical, biological, biomedical science. The main goal 

of this project is to reduce the storage space of the cloud when storing big data into the cloud server. In this 

proposed system If uses the Huffman coding to effectively store the big data in the cloud server. The Huffman 

encoding algorithm is an optimal compression algorithm. Huffman encoding is an algorithm for the lossless 

compression of files based on the frequency of occurrence of a symbol in the file that is being compressed. In this 

proposed system the data with larger amount is compressed and it becomes a big data which is stored in a cloud 

server which reduces the data storage. The data is compressed and stored into the big data into the server. The 

proposed system improves the scalability at the end of result. That means a process to handle a growing amount of 

work in a capable manner. 
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1. INTRODUCTION 

Big Data concern large-volume, complex, growing data 

sets with multiple, autonomous sources. With the fast 

development of networking, data storage, and the data 

collection capacity, Big Data are now rapidly 

expanding in all science and engineering domains, 

including physical, biological and biomedical sciences. 

This paper presents a HACE theorem that characterizes 

the features of the Big Data revolution, and proposes a 

Big Data processing model, from the data mining 

perspective. This data-driven model involves demand-

driven aggregation of information sources, mining and 

analysis, user interest modeling, and security and 

privacy considerations. We analyze the challenging 

issues in the data-driven model and also in the Big Data 

revolution. 

The term 'Big Data' appeared for first time in 1998 

in a Silicon Graphics (SGI) slide deck by John Mashey 

with the title of "Big Data and the Next Wave of Infra 

Stress" . Big Data mining was very relevant from the 

beginning, as the first book mentioning 'Big Data' is a 

data mining book that appeared also in 1998 by Weiss 

and Indrukya. However, the first academic paper with 

the words 'Big Data' in the title appeared a bit later in m 

2000 in a paper by Diebold. The origin of the term 'Big 

Data' is due to the fact that we are creating a huge 

amount of data every day. Usama Fayyad in his invited 

talk at the KDD BigMine'12Workshop presented 

amazing data numbers about internet usage, among 

them the following: each day Google has more than 1 

billion queries per day, Twitter has more than 250 

milion tweets per day, Facebook has more than 800 

million updates per day, and YouTube has more than 4 

billion views per day. The data produced nowadays is 

estimated in the order of zettabytes, and it is growing 

around 40% every year. A new large source of data is 

going to be generated from mobile devices, and big 

companies as Google, Apple, Facebook, Yahoo, Twitter 

are starting to look carefully to this data to find useful 

patterns to improve user experience. Alex 'Sandy' 

Pentland in his 'Human Dynamics Laboratory' at MIT, 

is doing research in finding patterns in mobile data 

about what users do, and not in what people says they 

do . 

HACE Theorem. Big Data starts with large-

volume, heterogeneous, autonomous sources with 

distributed and decentralized control, and seeks to 

explore complex and evolving relationships among 

data. These characteristics make it an extreme challenge 

for discovering useful knowledge from the Big Data. In 

a native sense, we can imagine that a number of blind 

men are trying to size up a giant elephant (see Fig. 1), 

which will be the Big Data in this context. The goal of 

each blind man is to draw a picture (or conclusion) of 

the elephant according to the part of information he 

collects during the process. Because each person’s view 
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is limited to his local region, it is not surprising that the 

blind men will each conclude independently that the 

elephant “feels” like a rope, a hose, or a wall, 

depending on the region each of them is limited to. To 

make the problem even more complicated, let us 

assume that 1) the elephant is growing rapidly and its 

pose changes constantly, and 2) each blind man may 

have his own (possible unreliable and inaccurate) 

information sources that tell him about biased 

knowledge about the elephant (e.g., one blind man may 

exchange his feeling about the elephant with another 

blind man, where the exchanged knowledge is 

inherently biased). Exploring the Big Data in this 

scenario is equivalent to aggregating heterogeneous 

information from different sources (blind men) to help 

draw a best possible picture to reveal the genuine 

gesture of the elephant in a real-time fashion. Indeed, 

this task is not as simple as asking each blind man to 

describe his feelings about the elephant and then getting 

an expert to draw one single picture with a combined 

view, concerning that each individual may speak a 

different language (heterogeneous and diverse 

information sources) and they may even have privacy 

concerns about the messages they deliberate in the 

information exchange process. 

Autonomous data sources with distributed and 

decentralized controls are a main characteristic of Big 

Data applications. Being autonomous, each data source 

is able to generate and collect information without 

involving (or relying on) any centralized control. This is 

similar to the World Wide Web (WWW) setting where 

each web server provides a certain amount of 

information and each server is able to fully function 

without necessarily relying on other servers. On the 

other hand, the enormous volumes of the data also 

make an application vulnerable to attacks or 

malfunctions, if the whole system has to rely on any 

centralized control unit. For major Big Data-related 

applications, such as Google, Flicker, Facebook, and 

Walmart, a large number of server farms are deployed 

all over the world to ensure nonstop services and quick 

responses for local markets. Such autonomous sources 

are not only the solutions of the technical designs, but 

also the results of the legislation and the regulation 

rules in different countries/ regions. For example, Asian 

markets of Walmart are inherently different from its 

North American markets in terms of seasonal 

promotions, top sell items, and customer behaviors. 

More specifically, the local government regulations also 

impact on the wholesale management process and result 

in restructured data representations and data 

warehouses for local markets. 

While the volume of the Big Data increases, so do 

the complexity and the relationships underneath the 

data. In an early stage of data centralized information 

systems, the focus is on finding best feature values to 

represent each observation. This is similar to using a 

number of data fields, such as age, gender, income, 

education background, and so on, to characterize each 

individual. This type of sample feature representation 

inherently treats each individual as an independent 

entity without considering their social connections, 

which is one of the most important factors of the human 

society. Our friend circles may be formed based on the 

common hobbies or people are connected by biological 

relationships. Such social connections commonly exist 

not only in our daily activities, but also are very popular 

in cyber worlds. For example, major social network 

sites, such as Facebook or Twitter, are mainly 

characterized by social functions such as friend-

connections and followers (in Twitter). The correlations 

between individuals inherently complicate the whole 

data representation and any reasoning process on the 

data. In the sample-feature representation, individuals 

are regarded similar if they share similar feature values, 

whereas in the sample-feature-relationship 

representation, two individuals can be linked together 

(through their social connections) even though they 

might share nothing in common in the feature domains 

at all. In a dynamic world, the features used to represent 

the individuals and the social ties used to represent our 

connections may also evolve with respect to temporal, 

spatial, and other factors. Such a complication is 

becoming part of the reality for Big Data applications, 

where the key is to take the complex (nonlinear, many-

to-many) data relationships, along with the evolving 

changes, into consideration, to discover useful patterns 

from Big Data collections.  

To show the usefulness of Big Data mining, we 

would like to mention the work that Global Pulse is 

doing using Big Data to improve life in developing 

countries. Global Pulse is a United Nations initiative, 

launched in 2009, that functions as an innovative lab, 

and that is based in mining Big Data for developing 

countries. They pursue a strategy that consists of 1) 

researching innovative methods and techniques for 

analyzing real-time digital data to detect early emerging 

vulnerabilities; 2) assembling free and open source 
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technology toolkit for analyzing real-time data and 

sharing hypotheses; and 3) establishing an integrated, 

global network of Pulse Labs, to pilot the approach at 

country level. Global Pulse describe the main 

opportunities Big Data over’s to developing countries in 

their White paper "Big Data for Development: 

Challenges & Opportunities": Early warning: develop 

fast response in time of crisis, detecting anomalies in 

the usage of digital media Real-time awareness: design 

programs and policies with a more ne-grained 

representation of reality Real-time feedback: check 

what policies and programs fails, monitoring it in real 

time, and using this feedback make the needed changes 

The Big Data mining revolution is not restricted to the 

industrialized world, as mobiles are spreading in 

developing countries as well. It is estimated than there 

are over billion mobile phones, and that 80% are 

located in developing countries. 

Information sharing is an ultimate goal for all 

systems involving multiple parties. While the 

motivation for sharing is clear, a real-world concern is 

that Big Data applications are related to sensitive 

information, such as banking transactions and medical 

records. Simple data exchanges or transmissions do not 

resolve privacy concerns. 

For example, knowing people’s locations and their 

preferences, one can enable a variety of useful location-

based services, but public disclosure of an individual’s 

locations/movements over time can have serious 

consequences for privacy. To protect privacy, two 

common approaches are to 1) restrict access to the data, 

such as adding certification or access control to the data 

entries, so sensitive information is accessible by a 

limited group of users only, and 2) anonymize data 

fields such that Sensitive information cannot be 

pinpointed to an individual record. For the first 

approach, common challenges are to design secured 

certification or access control mechanisms, such that no 

sensitive information can be misconduct by 

unauthorized individuals. For data anonymization, the 

main objective is to inject randomness into the data to 

ensure a number of privacy goals. For example, the 

most common k-anonymity privacy measure is to 

ensure that each individual in the database must be 

indistinguishable from k _ 1 others. Common 

anonymization approaches are to use suppression, 

generalization, perturbation, and permutation to 

generate an altered version of the data, which is, in fact, 

some uncertain data. 

One of the major benefits of the data 

ammonization-based information sharing approaches is 

that, once anonym zed, data can be freely shared across 

different parties without involving restrictive access 

controls. This naturally leads to another research area 

namely privacy preserving data mining , where multiple 

parties, each holding some sensitive data, are trying to 

achieve a common data mining goal without sharing 

any sensitive information inside the data. This privacy 

preserving mining goal, in practice, can be solved 

through two types of approaches including 1) using 

special communication protocols, such as Yao’s 

protocol , to request the distributions of the whole data 

set, rather than requesting the actual values of each 

record, or 2) designing special data mining methods to 

derive knowledge from anonymized data (this is 

inherently similar to the uncertain data mining 

methods). 

 

2. EXISTING SYSTEM 

In this existing system the general purpose parallel 

program method used a weighted linear regression. It 

proposed a HACF (Heterogeneous Autonomous Couple 

x Evolving relationship) theorem. The heterogeneous 

was used the different collector which uses different 

protocols to manage system for recording. Each data is 

able to generate and collect information without 

involving any centralized control in autonomous. The 

value of big data was increased in the complex and 

evolving relationship. The existing system found the 

best feature from the entire feature present in the data. 

The characteristics made it an extreme challenge 

for discovering useful knowledge from the Big Data. 

The existing work considered each individual as an 

independent entity without considering their social 

connections. That was one of the most important 

drawbacks of our existing system. The correlations 

between individuals inherently complicate the whole 

data representation and any reasoning process on the 

data. The most fundamental challenge for Big Data 

applications were to explore the large volumes of data 

and it requires the larger amount of storage space to 

store these big data It requires huge amount of storage 

space. It was complex and evolving in data and 

knowledge associations. The big data had a 

decentralized control. 
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3. PROPOSED SYSTEM 

The proposed system the big data is compressed and 

stored it into a cloud server. In our proposed work we 

are going to use the Huffman coding algorithm. The 

Huffman coding is used as the compression technique 

in our proposed system. This compression technique 

which reduces the storage space of the big data in the 

cloud. The Huffman encoding is an lossless 

compression technique. In our proposed system there is 

no any data loss during the compression process. 

In our proposed system the data with larger amount 

is compressed and it becomes a big data which is stored 

in a cloud server which reduces the data storage. The 

data is compressed and stored into the big data into the 

server. Retrieval of stored files from the server we have 

to use k-means clustering algorithm. It provides more 

flexibility and scalability in the network. Our proposed 

system improves the scalability at the end of result. 

That means a process to handle a growing amount of 

work in a capable manner. Our proposed work reduces 

the storage space.Then the scalability of the network is 

also improved in our proposed work.The proposed 

work reduces the total cost 

 

4. Result Analysis 

Storing of large amount of data in cloud can occupy the 

more memory space. It can be a cost effective process. 

The objective of this project is reducing the cost and 

efficiently using the cloud memory.In Compression 

technology reduces the file size and improves the 

storage capacity also reduce the cost. Big Data such as 

large amount of data could be compressed.Cloud 

computing is specially focused on data storage and data 

sharing in efficient, secure, flexible manner. So 

compressed data should be retrieve without losing of 

information. In big data cases, cloud server needs more 

memory space than a normal client system. The cloud 

server can be accessed by multiple users at a single 

time. So cloud must provide efficient access to each 

client without delaying. Memory management is one of 

the important features in cloud. So we design a new 

system for achieving reduce the cost and memory, 

improve the system performance by compress the 

stored data. Our new system provides retrieving this 

compressed data without loss. 
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4.1 HUFFMAN CODE ALGORITHM  

Huffman coding is a lossless data compression 

algorithm. The idea is to assign variable-length codes 

to input characters; lengths of the assigned codes are 

based on the frequencies of corresponding characters. 

The most frequent character gets the smallest code and 

the least frequent character gets the largest code. 

Huffman’s scheme uses a table of frequency of 

occurrence for each symbol (or character) in the input. 

This table may be derived from the input itself or from 

data which is representative of the input. For instance, 

the frequency of occurrence of letters in normal 

English might be derived from processing a large 

number of text documents and then used for encoding 

all text documents. We then need to assign a variable-

length bit string to each character that unambiguously 

represents that character. This means that the encoding 

for each character must have a unique prefix. The 

highest frequency letters - E and T - have two digit 

encodings, whereas all the others have three digit 

encodings. Encoding would be done with a lookup 

table. A divide-and-conquer approach might have us 

asking which characters should appear in the left and 

right sub trees and trying to build the tree from the top 

down. As with the optimal binary search tree, this will 

lead to an exponential time algorithm. 

The decoding procedure is deceptively simple. 

Starting with the first bit in the stream, one then uses 

successive bits from the stream to determine whether 

to go left or right in the decoding tree. When we reach 

a leaf of the tree, we've decoded a character, so we 

place that character onto the (uncompressed) output 

stream. The next bit in the input stream is the first bit 

of the next character. If your system is continually 

dealing with data in which the symbols have similar 

frequencies of occurrence, then both encoders and 

decoders can use a standard encoding table/ decoding 

tree. However, even text data from various sources will 

have quite different characteristics. 

 

4.2 K-MEANS CLUSTERING ALGORITHM 

The proposed system we use k means algorithm for 

clustering the files fetched from the server. Here, the 

files are related to different domain. So retrieving files 

from different areas take too time for searching process 

according to the users queries. K-means clustering 

algorithm can group the related information retrieved 

from the server and it can be retrieved in an easy 

manner. This algorithm shall be provide an efficient 

way of retrieval process Figure 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A DFD provides no information about the timing 

or ordering of processes, or about whether processes 

will operate in sequence or in parallel. It is therefore 

quite different from a flowchart, which shows the flow 

of control through an algorithm, allowing a reader to 

determine what operations will be performed, in what 

order, and under what circumstances, but not what 

kinds of data will be input to and output from the 

system, nor where the data will come from and go to, 

nor where the data will be stored (all of which are 

shown on a DFD). 

 

5. CONCLUSION 

In our proposed system we have to perform the bigdata 

applications. In those bigdata applications we have to 

use the concept of HACE. The purpose of that HACE is 

to choose multiple file in different are3a and also 

different domain. The process of big data applications 

contains map reduce. Here, we have to uploading the 

files into the cloud as in compressed manner. For 

compression process we have to use Huffman code 
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compression technique. According to that compression 

technique the files has to e compressed. The reason for 

choosing this compression algorithm is to reduce the 

data loss at the time of compression. The compressed 

details are to be stored in multiple cloud servers. Next, 

we have to done the process of retrieval at the time of 

retrieval we can use the concept of map reduce. The 

retrieval process has to be done according to those 

srevers. Here for grouping the same domain files we 

can use k-means clustering algorithm. Using this k-

means clustering algorithm we can group the retrieved 

files from the cloud. Finally, we have to retrieve the 

group of data from the cloud. 

 

6. FUTURE ENHANCEMENT 

In big data analysis is play vital role in all engineering, 

bio medical, science and other research area. Big data is 

collection of inter related data it is growing because the 

related information’s are come from varies sources. In 

our proposed system, reduce the storage size by doing 

compression technique. The most fundamental 

challenge in big data application is to explore the large 

volume of data extract useful information for future 

action. We further improving the big data analysis in 

efficient manner by implementing the personalized 

concept. We know big data is a large volume of data. 

We just improve the retrieving of information from this 

big data based on user needs. One user can upload the 

video file in you tube, and document file in one domain, 

and another one type of file in various domain. By 

using personalized concept these all uploaded file 

comes under the single domain. 
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