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Abstract-The segmentation, identification, as well as extraction of tumor areas from magnetic resonance (MR) 

images is a major issue. It is a crucial as well as time-consuming process that radiologists and physicians must 

perform, and the precision is solely dependent on their expertise. As a result, the use of image processing approaches 

become increasingly important in order to resolve these constraints. In this approach, an efficient detection of brain 

tumor is proposed for improving performance and minimizing complexity involved in the processing of medical 

images. The adaptive mean filter is utilized for pre-processing and the brain tumor image segmentation depends on 

Fuzzy C means algorithm. Subsequently, related features are extracted from every segmented tissue by GLCM 

method and the optimal features are selected by fuzzy concepts. For improving the accuracy as well as quality rate, 

Artificial Neural Networks (ANN) are utilized for classification. The input MR brain images are attained from the 

database of Harvard medical school and efficient detection of brain tumor is performed. 

Keywords: Artificial Neural Network, GLCM, Fuzzy C means clustering, magnetic resonance image,  adaptive 

median filter. 

 

 

1 INTRODUCTION 

Brain tumors are divided into two categories: 

cancerous tumors as well as benign tumors. Magnetic 

resonance imaging (MRI) generates images of the brain 

with more details and is a popular method for diagnosing 

brain tumors [1, 2]. Figure 1 illustrates the MRI images 

of brain with abnormal tissue.Brain tumor detection is 

useful for improved identification, growth rate 

prediction, treatment preparation, and tracking tumor 

growth or shrinkage in affected humans during treatment. 

[3, 4]. There are two types of brain tumor detection 

strategies currently available: interactive approaches and 

automated approaches.Interactive approaches do not 

involve a large amount of training data. It necessitates 

user feedback, such as defining a point of interest or 

having labels denoting the labels of specific pixels to fall 

into a particular class. While interactive approaches 

produce better detection results, qualified individuals 

must concentrate more on detection until satisfactory 

results are obtained [5]. As a result, image processing-

based automated brain tumor detection techniques were 

developed to help in the accurate diagnosis of tumors. 

In image processing techniques, images have to 

undergo four phases given as: preprocessing, 

segmentation, feature extraction and classification. The 

elimination of speckle noise, which prevents the loss of 

edge information as well as essential attributes, is the 

first step in preprocessing. Various experiments on the 

reduction of speckle noise have been performed. Linear 

filters are widely recognized as one of the most powerful 

image preprocessing techniques. A linear filter's transfer 

function modifies a portion of the signal frequency 

spectrum. But they disregard the noise and image 

characteristics scattered around the image, which blurs 

the contrast as well as the edge area of the corresponding 

image [6]. Another type of predefined filter is the 

Discrete Cosine Transform (DCT) filter, which is 

commonly used in real-time applications to obtain input 

attributes with reduced reconstruction time. Yet, these 

filters need to be improved in terms of efficiency and 

quality [7]. Subsequently, for preprocessing, mean filter 

is used, which decreases the amount of intensity 

difference between one pixel and the other. The image's 

pixel value is substituted by the average value of 

neighbors, and pixels that are not similar to the neighbors 

are omitted. The main disadvantage of mean filters is that 

they can emit pseudo noise edges due to edge breakup 

[8]. Due to the above-mentioned disadvantages, an 

adaptive median filter is used in this approach for 

efficient image preprocessing by minimizing non-

specific noise while preserving edges. 

 
Figure 1 Images of brain with abnormal tissue 

The preprocessed image is then segmented 

which is termed a process that separates a digital image 

into several segments. For image segmentation, a variety 

of methods were used, with region-based segmentation 
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being one of the most common. Closed contour regions 

are created using this technique, but it may reject 

resolution and image properties [9]. The U-net algorithm, 

which explains the problem of minimal quality 

segmentations from minimal quality image data, is also 

used for segmentation, but it may result in feature loss 

[10]. OTSU image segmentation algorithm is also 

utilized which diminishes the occurrence of 

misclassification generating a perfectly segmented 

image. It adopts a threshold value for the segmentation 

process but does not provide detailed information for 

detected images [11]. To overcome these issues, the 

Fuzzy C means image segmentation algorithm is used, 

which produces better results and generates a perfectly 

segmented image. 

Features must be extracted from the image after 

segmentation to reduce the amount of redundant data in 

the dataset. Local Binary Pattern (LBP) is generally 

adopted method for feature extraction that extracts the 

feature using a local neighborhood. LBP demands further 

enhancement to extract more complex features [12]. 

Linear Discriminant Analysis (LDA) is another feature 

extraction tool that aims to increase the gap between each 

class's mean as well as minimize class spread. However, 

it needed additional capability enhancements that 

provides limited side details, as well as rigidity against 

rotation and content loss attacks [13]. Principal 

Component Analysis (PCA) is an approach for the 

extraction of attributes that determines orthogonal 

transformations to increase the complete variance of 

predicted results. However, since spectral features of 

images have different properties, feature extraction using 

a single projection is not possible in PCA [14]. As a 

result, an effective Gray Level Co-occurrence Matrix 

(GLCM) is adopted for the extraction of features and 

evaluate the occurrence of various gray level 

combinations in an image. 

Following image feature extraction, 

classification involves categorizing all pixels in a digital 

image into one of many groups. A commonly used 

method for image classification is the Random Forest 

(RF) algorithm, which employs a cascade system in 

which feature information is given to each layer. It takes 

into account the possibility of overfitting, increases 

accuracy, and is adaptable to both classification and 

regression problems. But the computing power demand 

and training time consumption are extremely high [15]. 

The Decision Tree algorithm, which uses a single 

polarimetric attribute in the decision tree nodes, is also 

used for image classification. However, when applied to 

nodes with identical scattering properties, the 

classification capacity is diminished, and the scattering 

properties are difficult to describe [16]. By increasing the 

interval between positive as well as negative samples of 

training set, a Support Vector Machine (SVM) classifier 

depending on supervised learning is used for image 

classification. It enhances classification and prediction 

capabilities, but it is unsuccessful in high-noise settings 

[17]. Hence, the proposed approach uses ANN to classify 

the inputs according to target class. 

In this paper, efficient diagnosis of brain tumor 

is performed adopting image processing approaches. The 

contributions of this paper are given by: 

• Adaptive median filter is utilized for 

the preprocessing of input image to make the image noise 

clear. 

• Fuzzy C means algorithm is adopted 

for the segmentation of input image by clustering 

approach.  

• Consequently, the feature extraction 

from image is done by GLCM performing texture feature 

extraction. 

• Classification is performed by ANN 

representing simple linear or nonlinear connections. 

The remaining paper is structured as follows: 

Section 2 illustrates the literature survey of the proposed 

system, section 3 details the proposed system, section 4 

includes the discussion about obtained results as well as 

section 5 concludes the paper. 

 

2 RELATED WORKS 

 

Changhee et al [18] proposed a GAN-dependent 

data augmentation which generated and refined the MR 

images of brain possessing tumors and without tumors. 

Progressive Growing of GANs, many-stage noise-to-

image GAN regarding increased-resolution MR image 

generation, initially generated diverse 256×256 images. 

Multimodal unsupervised Image-to-image Translation 

(MUNIT) which integrates GANs utilizing a DA-focused 

GAN loss, later refined the texture of the PGGAN-

developed images equal to actual images. The CNN-

dependent tumor classification outputs are investigated, 

and the impact of pre-training on ImageNet as well as 

images are considered. 

Alexis et al [19] proposed an approach in which 

the quantitative magnetic resonance (MR) parameters is 

integrated with improved statistical tools which are 

multivariate for designing a completely automated 

approach performing both localization as well as 

characterization. The non-trivial interconnections among 

physiological parameters are captured providing a huge 

range of distributional shapes comparing to increased 

standard Gaussian distributions. Probabilistic mixtures of 

the distributions obtained before are also regarded for 

various tissue categories as well as potential 

heterogeneity of lesions. 

Gottappu et al [20] described an approach of 

various-level extraction of features as well as progression 

for timely prediction of brain tumor. Utilizing two 
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models namely Inception-v3 as well as DensNet201, two 

categories of detection of brain tumor were studied. 

Initially, the parameters from various inception 

approaches are obtained and progression of these features 

is performed. Next, pre-trained DensNet201 was utilized 

for extracting attributes from different DensNet blocks. 

Finally the parameters are progressed as well as applied 

to softmax classifier for classifying the brain tumor.  

Eman et al [21] investigated advanced 

approaches for providing complete-brain coverage. It 

utilized K means as well as Fuzzy addressing two major 

problems: choosing the optimal framework for 

improving the quality of segmentation as well as 

generating improved accuracy. The evaluation concluded 

as the framework possessed the perfect agreement to 

ground truth data. In addition, comparisons were 

performed with state of the art algorithms. 

Sergio et al [22] produced a tumor detection 

approach harnessing CNN by the utilization of small 

kernels for segmenting the tumor region. This approach 

investigated the utilization of normalization of intensity. 

The proposed approach is efficient with its high accuracy 

compared to other methods. 

Pradeep et al [23] introduced an approach for 

compression of images utilizing a deep wavelet auto 

encoder that combines the fundamental feature reducing 

attribute of auto encoder with the image decomposition 

feature of wavelet transform. Combining both had a 

remarkable effect on decreasing the size of the feature set 

to assure remaining classification process by adopting 

DNN. A brain image dataset as well as DWA-DNN 

image classifier was considered.  

Shang et al [24] proposed anobjective to 

improve the segmentation accuracy of brain tumor. An 

enhanced component for the extraction of features is 

presentedthereby considering the advantages of 

correlation between the deformation of intracranial 

structure and the compression which occurs due to the 

growth of tumor in brain.Broadly utilized algorithms for 

classification are deployed leading to promising results. 

Munendra et al [25] proposed an approach for 

post processing DCE-MRI data utilizing multistable 

stochastic resonance method. Multi-objective ant lion 

optimization is used for optimizing the contrast 

enhancement factor as well as image anisotropy by 

variation of parameters linked with MSSR dynamics. 

The fixed regions of interest are denoted by normal and 

micro adenoma of pituitary attained with high accuracy 

level as well as confidence utilizing the introduced 

method. 

Arunkumar et al [26] described an enhanced 

automated segmentation of brain tumor as well as 

identification method utilizing ANN from MR images in 

absence of human mediation with the application of 

perfect attributes to brain tumor case disclosure. For 

obtaining the appropriate brain tumor location from MR 

images, brain tumor segmentation method was 

introduced. Initially, K-means clustering was adopted for 

the principal organizing to improve the MR image which 

has to be positioned in regions in light of their gray scale. 

Further, ANN is adopted for choosing the exact object 

for training phase. Next, texture feature of brain tumor 

region will be obtained to the division process. 

 

3 PROPOSED SYSTEM 

 

Regardless of age, brain tumor is one of the 

primary causes of death. With the advent in imaging and 

image processing methods, physicians should be able to 

get more knowledge and make better healthcare 

decisions. Any imaging modality can be used to identify 

brain tumors, which can then be analyzed using image 

processing techniques for precise tumor classification. 

Numerous preprocessing concepts, feature extraction 

approaches, as well as classification algorithms have 

been proposed by many researchers. Preprocessing 

should be performed with a suitable filter to ensure that 

the image edges are not missing. 

 

 
 

Figure 2 Block diagram of the proposed approach 
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3.1Image Pre-Processing 
 

The input MR image is subjected to pre-processing 

by adaptive median filter for the removal of noise. Since 

the value of every pixel is determined the neighboring 

pixels’ median, the median filter is minimal sensitive 

than outliers. The impact of adaptive median filter 

depends on ranking the pixels in the image area covered 

by the filter. Further the center pixel value is replaced 

with the value defined by the ranking output. It replaces 

the pixel value with the gray level median in its pixel 

neighborhood. For certain forms of random noise, 

median filters are common because these filters offer 

improved noise-minimizing abilities with substantially 

minimal blurring compared to linear smoothing filters of 

comparable scale. The center pixel in a window that 

slides pixel by pixel over the complete image is replaced 

with the median of gray levels in median filtering. 

Consider an       image,        with        
{        }  {        }  a 2-dimensional (x*x) median 

filter is given by, 

             {          }(1)  

Where,     ( (
   

 
)     (

   

 
)) and        denotes 

the pixel at point        
This pre-processing technique with median 

filters generates smoothened images while retaining the 

edges, which is an essential function. As a consequence, 

the median filter is usually employed as a denoising 

filter.  

 

3.2 Image Segmentation 

 

 Fuzzy C-Means (FCM) clustering is a clustering 

approach that iteratively searches for a collection of 

fuzzy clusters and their related cluster centres that 

potentially represents the data structure. It permits 

division of existing set of points related to power   

indicated by a number of fuzzy sets. The uniqueness of 

the approach is the utilization of fuzzy membership 

matrix  {   }, where elements denote the degree of 

membership of     element of initial group of vectors to 

    cluster. FCM partitions data   = {           } 
into   clusters with center of the clusters   
             reducing the objective function, 

        ∑ ∑      
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The matrix Y is determined utilizing equation 

(3) and the corresponding clusters are determined by 

equation (4) and the square error is determined in 

equation (2). When the error is less than a specific 

tolerance value or when its performance regarding before 

iterations is less than specific threshold, the algorithm 

concludes. When  , objects group to clusters with 

same degree. The value   permits improving the impact 

of objects with greater values of degree of membership 

and minimize the impact of objects with less value of 

degree of membership.  

 

3.3Feature Extraction 

  

            Gathering improved-level image details like 

colour, texture, shape, and contrast. In reality, texture 

analysis is a critical component of human visual 

perception as well as machine learning. By choosing 

prominent features, it is efficiently used to increase the 

precision of the diagnostic system. GLCM is an effective 

approach for texture feature extraction and it mainly 

comprises of two steps. In the initial step GLCM is 

evaluated and secondly, texture features depending 

GLCM are determined. The features extracted and 

employed for classification are indicated below, 

a) Energy 

It defines the size of the concentration of the 

pair with particular gray intensity in co-occurrence 

matrix and is expressed as, 

        ∑ ∑         
   

 
                   (5) 

b) Contrast 

  

It indicates the size of the scattering of inertia moments 

or changes in image matrix and is given by, 

            ∑ ∑ |   |        
 

 
            (6)        

c) Homogeneity 

              Homogeneity denotes the degree of 

homogeneity of an image on a gray scale level and is 

expressed as, 

             ∑ ∑
       

        
 
   

 
        (7) 

d) Entropy 

Entropy evaluates lost information or messages from 

transition signal as well as    determines image 

information and is expressed as, 

         ∑ ∑                   
   

 
           (8) 
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e) Correlation 

               Correlation denotes the linear dependence 

estimate of gray currency matrix related to image and is 

given by, 

             ∑ ∑
                  

    

 
   

 
              (9) 

                     The above mentioned features are 

effectively extracted from the image utilizing GLCM 

approach and further fed to the feature selection process. 

 

3.4 Feature Selection 

 

A process which determines the subset of fuzzy sets is 

necessary when the count of fuzzy sets or the count of 

features is greater. The feature selection by fuzzy 

evaluates optimal combination of fuzzy sets   . When 

every subset of fuzzy sets are determined using criterion 

function      and all corresponding combinations of 

fuzzy subsets is indicated utilizing the power set P, then 

fuzzy feature selection denotes an evaluating fuzzy set 

subset          satisfying 

 (        )   (     )                        (10) 

in which   is regarded as the maximum or minimum 

operator. 

              In case of conventional search or genetic 

algorithms one can minimize the criterion function    . 
In addition, the neural networks, can also be applied by 

utilizing the data of the fuzzy projected set    as the 

inputs to a feed-forward neural network. The algorithm 

for the fuzzy feature selection is given as, 

1) Perform projection of a data set which is labelled 

 {  |         } into a fuzzy set    denoted 

by {   |                    |  |}. This 

projection can be denoted as non-linear or linear 

functions. 

2) Identify a classifier, criterion function       as well 

as     . 

3) Utilize feature selection method. 

4) Determine          so that  (        )  

 (     )                   . 

 

3.5 Classification of Images 

 

               Artificial neural systems (ANNs) are artificial 

intelligence techniques that simulate the human brain's 

activity and can represent simple linear or non-linear 

connections within input as well as target data. ANN 

obtains data from an external source and feeds it to its 

internal processing units, which then transmits through 

methods for communicating transfer functions as well as 

association parameters within adjacent layers. An 

artificial neural network (ANN) is a network that consists 

of several layers, for example, a three-layer network with 

a large count of neurons performing the process of 

translating input data into necessary output. In most 

cases, a Multi-Layer Perceptron (MLP) feed-forward 

network is used, which consists of three layers: input (x), 

output, and a hidden layer(y) as shown in figure 3. These 

layers are linked to a certain number of neurons. The 

synaptic weights of the neurons in each layer are 

different. Layers are decided to move input parameters 

through, and the count of neurons in each layer is linked 

to input parameters. 

                 The input layer data which is the obtained 

brain features is fed to the hidden layer. The input layer 

will have the same number of neurons as the count of 

features obtained from the input image. The resulting 

neurons will be predetermined and the output should 

coordinate the objective. The network utilizes supervised 

learning method, and requires a training set as (input, 

target) vectors. 

 
 

Figure 3 Proposed ANN architecture 

 

4  RESULTS AND DISCUSSION 

 

The MR brain images database of Harvard 

medical school is utilized as input data set and the 

corresponding images are given in figure 4. It clearly 

depicts the images of the malignant, benign and normal 

brain tumor images. 
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Figure 4 Images of input dataset 

 

          The pre-processing of input images are performed 

to eliminate the noise utilizing adaptive median filter and 

the pre-processed outputs are given in figure 5. 

 

 
(a) (b)                     (c) 

Figure 5 Preprocessed outputs 

 

 The pre-processed image is subjected to 

segmentation by FCM clustering and the corresponding 

enhanced as well as segmented outputs are shown in 

figure 6. 

 

 
(a)                           (b)                                      

(c) 

 

Figure 6 FCM clustering (a) Input image (b) Enhanced 

image (c) Output of FCM clustering 

 

            The features extracted by GLCM approach are 

denoted in the table 1. Features like energy, contrast, 

homogeneity, entropy, correlation are extracted from the 

brain tumor images. 

 

Table 1 Features extracted by GLCM approach 

 
Images Energy Contrast Homogeneity Entropy Correlati

on 

Image 1 0.408 0.265 0.925 0.65 0.985 

Image 2 0.382 0.473 0.863 0.94 0.945 

Image 3 0.693 0.276 0.932 3.03 0.945 

Image 4  0.348 0.356 0.898 0.45 0.977 

Image 5 0.266 0.334 0.898 2.09 0.983 

Image 6 0.384 0.304 0.903 1.12 0.980 

 

Performance metrics 

The performance metrics of the parameters like 

accuracy, sensitivity and specificity are evaluated. 

a) Accuracy 

                   It denotes the percentage of appropriately 

classified instances and is given by, 

Accuracy = 
     

           
 

b) Sensitivity 

 

Sensitivity expresses the proportion of positives that 

are exactly detected and is given by, 

Sensitivity = 
  

     
 

c) Specificity 

 

Specificity expresses the proportion of negatives that are 

exactly detected and is given by, 

Specificity = 
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Table 2 Comparison of performance metrics 

 

Methods Accuracy Sensitivity Specificity 

ANFIS 90.04 96 80 

Back 

propagation 

85.57 97 75 

SVM 96.51 97.5 86 

KNN 87.06 95 78 

ANN 97.5 98.5 95 

 

 
 

Figure 7 Performance metrics of existing methods and 

ANN 

 

                  From the table 2 it is clear that the proposed 

classification method resulted in efficient outputs when 

compared to other classifiers like ANFIS [27], back 

propagation [28], SVM [29] and KNN [30]. The 

corresponding characteristic plot for the comparison of 

performance metrics is given in figure 7. From the graph 

it is clear that the proposed approach resulted improved 

values of accuracy, sensitivity and specificity. Thus the 

proposed approach effectively detects brain tumor in the 

input MR images. 

 

5 CONCLUSION 

 

In this paper, an efficient brain tumor detection 

approach is proposed which identifies the tumor affected 

region in input images of brain through various 

processing phases of images. Adaptive mean filter along 

with Fuzzy C means algorithm is adopted for the 

preprocessing and segmentation of images respectively. 

The features are extracted by GLCM and the optimal 

selection of features is performed by fuzzy concept. 

Finally, the classification of images is performed through 

ANN approach. The performance metrics including 

accuracy, sensitivity and specificity are analyzed. In 

future, the accuracy of classification can be improved by 

extracting more efficient features as well as utilizing 

increased number of training data set.  
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